D4.1: Methodology of Sketch Grammar
evaluation

The evaluation of word sketch grammars can be performed in a number of ways depending
on the particular purpose word sketches are used for. In the following we however focus on
a general-purpose approach to the word sketch evaluation and related issues.

Quantitative evaluation

Quantitative evaluation of word sketches can be useful especially when developing a new
sketch grammar or trying to improve the coverage of an existing one. The quantitative
evaluation in this case consists merely of estimating what percentage of corpus tokens is
covered as headwords with meaningful grammatical relations.

This information is useful for potential improvements of individual grammatical relations as
defined using the CQL queries (Jakubicek, 2010). The Sketch Engine (Kilgarriff, 2004, 2014)
has been recently enhanced by feature that directly shows the proportion of corpus positions
covered by the displayed word sketch table for a given headword.
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Figure 1: Sample word sketch table for the English noun test with its coverage displayed.



In Figure 1 the screenshot from Sketch Engine for the word sketch of the English noun test
shows a coverage of 92.85 %, meaning that this percentage of all occurrences of test as
noun in the corpus is covered by some grammatical relation defined in the word sketch
grammar and hence the collocations are captured by the word sketch table as presented.

Qualitative evaluation

Extrinsic evaluation

The qualitative evaluation of word sketches is of course a much more complex task -- as it is
usually the case. Given the practical nature of word sketches, ideally they should be
evaluated extrinsically by measuring their contribution to improvements given a particular
task.

A candidate task would be a real lexicographic setting where e.g. one group of
lexicographers would be working on dictionary entries while using Sketch Engine with sketch
grammar A and another group would be using the same setup with sketch grammar B. One
could evaluate the group performance in terms of speed but also in terms of quality of the
entries, number of examples etc.

Such evaluations have been performed as in-house trials by major UK publishing houses
(e.g. Oxford University Press, Cambridge University Press, Macmillan etc.) who are using
Sketch Engine but only in very small scale and only to compare with a null variant -- i.e. not
using Sketch Engine.

Intrinsic evaluation

First experiments with both quantitative and qualitative evaluation of word sketches have
been performed in 2010 for Dutch, English, Japanese and Slovene, Japanese (see Kilgarriff
et al. 2010). In these experiments only precision of the collocations automatically found by
word sketches was evaluated, not the recall. Therefore, one was able to answer the
question: how many of the automatically found collocations are good? but not which good
collocates are missing? For this some form of a gold standard of collocations for a set of
headwords would be necessary so as to have a reference set to be compared with.

In 2011 we therefore setup (and published in Kilgarriff, 2012) an intrinsic evaluation task we
where have collected a gold standard of collocates (disregarding which grammatical relation
they would fit in) by hiring a group of professional lexicographers (for English) and linguist
students (for Czech) as annotators, providing them with collocation candidates and asking
the question Would you put this word into a collocation dictionary? The answers were binary
yes or no.

Of course this very much depends on the actual definition of a collocation (which later turned
out to be the biggest methodological problem). The definition that the annotators were given
was the one given in the Oxford Collocations Dictionary:



Collocation is the way words combine in a language to produce natural-sounding speech
and writing. ... Combinations of words in a language can be ranged on a cline from the totally
free — see a man/car/book — to the totally fixed and idiomatic — not see the wood for the
trees. ... All these combinations, apart from those at the very extremes of the cline, can be
called collocation. And it is combinations such as these — particularly in the
‘medium-strength’ area — that are vital to communicative competence in English. (Crowther
et al., 2002, vii)

When preparing the collocation candidates we collected a number of text corpora (both
web-based and edited-content-based) and existing collocations dictionaries. The headwords
were only nouns, adjectives and verbs chosen randomly from three frequency bands:

e high: top 100-2999 words by frequency
e mid: top 3000-9999 words by frequency
e low top 10,000-30,000 words by frequency
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Figure 2: Distribution of good collocations in fiftieths, ordered by score.

We used various sources to achieve close to 100 % coverage for the collocation candidates
and we clearly showed that there is a strong correlation between the word sketch score and
the goodness of a collocation (as provided in Figure 2) nevertheless our later experiments
have shown that a full coverage was not achieved, which of course represents a
methodological issue from the point of view of using such a dataset as a gold standard. With
respect to this, the findings were blatant in saying:

* if we showed judges more candidates from the same corpora, they found more collocations
(though with diminishing returns)

* if we showed judges more candidates from new corpora,
they found more collocations.

It is worth noting that the task as presented in (Kilgarriff, 2014) was setup an extrinsic corpus
evaluation using word sketches -- of course, this becomes then intrinsic evaluation from the
perspective of a word sketch grammar.



The underlying assumption was that, having a processing pipeline for a corpus as shown in
Figure 3, one can evaluate any of the components by interchanging it but keeping the rest
the same.
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Figure 3: sample processing pipeline from corpus source to collocations

We have evaluated a large number of corpora with different processing tools and various
parameters -- including different taggers and word sketch grammar exploiting their
annotation.

The most cumbersome issue remained the definition of collocation which materialized in
rather low inter-annotator agreement: for Czech, the pairwise agreement varied between
73.6% and 82.3%, for English, between 81.1% and 85.8% (with three annotator for both
languages). Later investigations revealed that for some of the headwords (such as
plutonium), no pair of annotators agreed on a good collocation. We have found out that the
guidance to the annotators was clearly adopted with a printed dictionary on mind, where the
set of collocations is rather small and focuses only on very strong collocations.

However, what we were actually most interested in, was an evaluation which would clearly
distinguish between obvious errors (i.e. non-collocations) and remaining mild, medium or
strong collocations. Such type of evaluation could be used to improvements alongside the
whole processing pipeline, including word sketch grammar, in a rather straightforward way.
In some cases, we have also noticed that, since the words were chosen randomly, there
were terms from domains which the lexicographers were not familiar with, and hence were
unable to identify good and strong collocations.

Recently, we have therefore reviewed the methodology and we are now in preparation of a
new gold standard collocation set following a revised methodology for annotation that aims
to be more inclusive. The annotators are now classifying into five categories:

strong collocation

weak collocation

correct word combination but not a significant collocation
error

| don’t understand

To help reducing the number of unknown collocations, the word sketches have been
enhanced by the so called longest-commonest match (LCM) string -- the most common
headword-collocation combination (Kilgarriff et al. 2015).

We have also devised a detailed annotation manual that would help the annotators to decide
among these categories which is provided in Figure 4:



no

Does the headword-
collocation co-
occurrence makes
sense at least?

yes

Do | know the
headword and
which contexts it
is used in?

no

Is it a well-formed
word?
- only alphabetical
characters.
- il not @ typa (for any
reason)
- its not an abbroviation

Do | know the
collocation?
Do | know what the
headword-collocation co-
OCCUTence means
(wilh help of LCM)?

Does the
collocation have
the right part-of-
speech?

yes

Do | know the headword-
collocation co-occurrence
as a common phrase?

Does it keep the principle
of semantic composition?

Is the collocation strongly’
semantically connected
to the headword?

- there are not many other
headwords which the collocation

goes with, or they are all
semantically related

no

Have a look into the wikipedia
or elsewhere (Google).

yes

Have a look on the
concordance lines.

no

Figure 4: New annotation manual for collocations classification

Did it help?

Did it help?
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